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Abstract— Breast Cancer is one of the leading causes of 

death worldwide.  Early detection is very important in 
increasing survival rates. Intensive research is therefore done 
to improve early detection of such cancers through the use of 
available technology. This includes various image processing 
techniques andgeneral machine learning. However, the 
reported accuracy for many of these studies was often not at 
the desirable level. Deep Learning based techniques are a 
promising approach for the early detection of Breast Cancer.  
We have therefore done a comparative analysis of seven Deep 
Learning techniques applied to the Wisconsin Breast Cancer 
(Diagnostic) Dataset. Long Short Term Memory (LSTM) and 
Gated Recurrent Unit (GRU) were proven to be the most 
effective algorithms as these have demonstrated good results 
for the majority of performance indicators used in this study, 
including an accuracy of over 99 percent.

Keywords—breast cancer, deep learning, LSTM, GRU, 

health informatics, machine learning 

I. INTRODUCTION

Breast cancer is one of the leading causes of death for 
women worldwide. The incidence of breast cancer is 
increasing, especially in developing countries. According to 
the World Health Organization (WHO), 19.3 million cases 
of cancer are expected to occur in 2025. Mammography, 
often in combination with ultrasound, is the most common 
technique in use for early detection of cancerous breast 
tumors. MRI is also sometimes used. Generally 
Mammography is preferred over MRI, as MRI may cause 
some degree of allergic reactions to some patients. Skilled 
Radiologists are required to interpret the screening results. 
Unfortunately, there is a shortage of radiologists around the 
world, especially in regional areas and underdeveloped 
countries.  

     Time is a very important factor in saving lives in the case 
of breast cancer. However, many countries lack the human 
resources and technology to deliver prompt patient services 
for breast cancer screening, diagnosis, and treatment. Image 
processing techniques along with machine learning could 
therefore be a valuable weapon in the fight against breast 
cancer. Several scholars have proposed methods and 
techniques for detection and diagnosis, but these have often 
resulted in high false positive and false negative rates. Deep 
Learning technologies could help to detect breast cancer in 
an early stage. A number of Deep Learning algorithms are 
currently available but not all of them have so far been 
investigated for their usefulness in detecting breast cancer. 
This research aims to address this issue. 

II. RELATED WORK

Studies related to CAD (Computer Aided Detection) for 
breast cancer focus primarily on the identification and 
diagnosis of breast tumors. This section briefly outlines the 
current work relevant to these aspects. For the 
identification of breast tumors, Sun et al. [1] suggested a 
form of mass detection where an adaptive fuzzy C-means 
segmentation algorithm is used for each mammogram of 
the same breast. A supervised artificial neural network is 
used as a classifier to determine where the segmented zone 
contains a tumor. This study took advantage of comparison 
of potential lesions between mammograms of the same 
breast through means of parallel analysis to enhance the 
specificity of the CAD results. 
      Quadri et al. [2] suggested that various CAD aproaches 
are used to verify the consistency of the dataset. They 
proposed an effective algorithm using a deep learning 
approach that increases the detection performance based on 
the WBCD (Wisconsin Breast Cancer Dataset) dataset 
from the UCI repository. Their presented classifier offers a 
99.85% accuracy and positive results relative to previous 



work by different researchers. The method leads to a new 
efficient classification paradigm for the diagnosis of breast 
cancer with high accuracy. Agarap et al. [3] presented a 
comparison of six machine learning (ML) algorithms: 
Multilayer Perceptron (MLP), GRU-SVM, Linear 
Regression, Softmax Regression, Nearest Neighbor (NN) 
Search and Wisconsin Support Vector Machine (SVM) on 
(WDBC) and calculated the precision of the test 
classification as well as the sensitivity and specificity 
values. Their findings indicate that all the ML algorithms 
performed well (all surpassed 90% test accuracy) for 
classification. Outstanding among the implemented 
algorithms is the MLP algorithm with a precision of 
99.04%. Zhang et al. [4] have researched the features of 
breast tumours to predict breast cancer. They obtained an 
F1-score of 93.53% using neural networks. Yap et al. [5] 
used three distinct deep-learning processes to detect breast 
cancer in ultrasound images: a patch-based LeNet, a U-Net, 
and a transfer-learning technique. They used two datasets 
Dataset A with 306 images (60 malignant and 246 benign), 
and Dataset B with 163 images (53 malignant and 110 
benign). With a True Positive Rate (TPR) of 0.99, a FPR 
of 0.16 (unchanged), and an F1-score of 0.92, Transfer 
Learning FCN-AlexNet performed best for Dataset A 
whereas Transfer Learning yielded the highest True 
Positive Rate for Dataset B (0.93). The best overall result 
was a patch-based LeNet with a FPR of 0.09 and an F1-
score of 0.91.  
       Kahn et al. [6] created a Bayesian network to 
distinguish benign and malignant breast tumors. They did 
a computer-aided diagnosis of breast cancer using two 
physical features and fifteen hand-marked probabilistic 
characteristics. Wang et al. [7] used Extreme Learing 
Machine (ELM) to identify the features of breast tumors 
and compare them with the SVM classifier. Qiu et al. [8] 
used CNN to forecast the likelyhood of breast cancer by 
preparing CNN with a vast volume of time-series evidence. 
Sun et al. [9] used deep neural networks to estimate the 
short-term likelihood of breast cancer, based on 420-time 
series mammography data. Jiao et al. [10] suggested an in-
depth feature-based system for breast mass classification, 
which included CNN and the decision tree methods. 
Arevalo et al. [11] used CNN to abstract breast tumors' 
images and then identify the cancer as either benign or 
malignant. Carneiro et al. [12] suggested an advanced, 
deep-learning mammogram prediction approach to predict 
the risk of breast cancer developing in patients. Kumar et 

al. [13] proposed an image retrieval method using Zernike 
Moments (ZMs) to retrieve features since characteristics 
can influence the breast CAD system's efficacy and 
reliability. Emina et al. [14] suggested a breast cancer CAD 
approach in which genetic algorithms are used to extract 
meaningful and important characteristics. The Rotation 
Forest approach has been applied to make decisions for two 
different types of the CAD, for subjects with or without 
cancer of the breast. AUC and F measures achieved by the 
Rotation Forest Classifier and the WBC (Diagnostic) 
dataset were 99.48%, 99.30% and 99.50% respectively. 

Wang et al. [15] proposed a mass detection approach based 
on CNN deep features and Unsupervised Extreme 
Learning Machine (US-ELM) clustering to create a feature 
set fusing deep features, morphological features, texture 
features, and density features. An ELM classifier was then 
created to identify benign and malignant breast masses 
using the fused feature set. 

III.        PROPOSED METHODOLOGY

In our research, various methods are applied for the 
identification of breast cancer. The aim is to evaluate a 
range of performance measurement indices for of the above 
algorithms. 

The Wisconsin Breast Cancer (Diagnostic) Dataset 
(WBDC) from the UCI machine learning repository is used 
for this research. We analyse seven Deep Learning 
algorithms, of which some are commonly used while others 
are used rarely and may need to be investigated further. 
They are briefly described below.  

A. Learning Algorithms 

Artificial Neural Network (ANN): Artificial Neural 
Networks (ANN) are designed using artificial neurons, 
similar to the neurons of biological brains. The number of 
such artificial neurons can vary greatly from system to 
system. They are connected in a series of layers, Input 
Layer, Hidden Layer and Output Layer. ‘Weight’ is a unit 
which determines effect of the connections between these 
neurons. Weights can both be negative and positive, 
meaning they either suppress or excite another neuron. 
Normally information propagates from the Input Layer, 
through the Hidden Layer(s) to the Output Layer. This is 
defined as the ‘Feedforward’ arrangement [18].  

‘Backpropagation’ is the process through which ANNs 
learn. In this process, the output that has been generated by 
the network is compared with the one that should have been 
generated. The difference of these two instances is then 
taken to adjust the weights between the connections. Over a 
number of iterations, the network eventually becomes 
capable of producing a sufficiently accurate result [18]. 

The working mechanism of ANNs is also the basis of 
other Deep Learning algorithms. 

Recurrent Neural Network (RNN): In a Recurrent 
Neural Network (RNN), connections between nodes 
usually generate a directed graph along a temporal 
sequence, giving it the edge in exhibiting temporal dynamic 
behaviour [19]. Equation (1) and (2) define how an RNN 
evolves over time.  

Qt = f1(kt ; �) 

kt = f2(kt-1, jt ; �) 

 where Qt is the output of the RNN at time t; jt is the input 
to the RNN at time t; and kt is the state of hidden layers at 
time t. 

(1) 

(2)



As Recurrent Neural Networks work in a feedforward 
fashion, they can use their internal state, often denoted as 
‘memory’, to process inputs sequences that are of variable 
lengths. This equips RNNs for data processing where data 
features are seemingly unsegmented but connected in some 
order [19].  

Long Short Time Memory (LSTM): LSTM is an 
upgraded version of RNN, where it acts as a long short-term 
memory block within a RNN and is used to establish 
context for the way the program receives inputs and 
generates outputs. An LSTM block is an intricate 
component with various sub-parts such as activation 
functions, weighted inputs, inputs from previous blocks and 
the resulting outputs. The unit is named ‘long short-term 
memory’ block because the program is applying a structure 
which is based on a short-term memory process creating 
longer-term memory [20]. 

 Gated Recurrent Unit (GRU): One of the least 
investigated algorithms especially in works dealing with 
comparative analysis. GRU is a Gating architecture within 
RNNs, similar to a LSTM unit except for an output gate. 
GRU’s are able to handle the issue of Vanishing Gradients 
which often affects standard RNNs [21]. The Vanishing 
Gradient problem transpires in machine-based learning 
models when the gradient becomes vanishingly small, thus 
preventing the weight from altering its value. A GRU and 
LSTM both operate on a similar design and often deliver 
similar results. However, GRU achieves better performance 
than LSTM, particularly for smaller datasets. 

 Convolutional Neural Network (CNN): A 
Convolutional Neural Network (CNN) is a special case of 
the ANN model and is one of the most commonly used 
algorithms nowadays [22]. The core of CNN is the 
Convolutional Layer which carries out an operation called 
a 'convolution'. Convolution is a type of linear operation 
which involves the multiplication of the inputs with a set of 
weights. This multiplication is performed between a two-
dimensional array of weights, more commonly known as 
'filters' and an array of input data. Filters are usually smaller 
than the input data and help in detecting a suitable feature-
map from the input data. CNNs have been proven 
immensely effective in fields such as Image Processing. 

 Probabilistic Neural Network (PNN): Probabilistic 
Neural Networks, less commonly used algorithms in this 
field, are feedforward neural networks. The algorithm 
works by approximating the parent probability distribution 
function (PDF) of each class through a non-parametric 
function and Kernel Density Estimation. The class 
probability of new input data is estimated using PDF 
followed by the application of Bayes’ rule to allocate the 
class that demonstrates maximal posterior probability to 
new input data. PNN reduces the probability of 
misclassification [23]. However, the algorithm has 
considerably larger memory requirements compared to 
some other algorithms such as Multilayer Perceptron 
(MLP) networks. On the other hand, PNNs are relatively 
insensitive to outliers. 

 Multi-Layer Perceptrons (MLP): MLP networks are 
Deep Artificial Neural Networks made of multiple 
perceptrons. Perceptrons are single layer neural networks 
[25] between an Input and an Output Layer, MLPs contain 
an arbitrary number of hidden layers which form the core 
computational engine of the MLP. Figure 1 shows a general 
structure of a MLP network. 

Fig 1. General Structure of a MLP Network [24] 

B. Dataset Preprocessing 

The Wisconsin Breast Cancer (Diagnostic) Dataset 
(WBDC) [15] obtained from the UCI machine learning is 
used in this research. There are a number of research works 
based on this dataset available in journals and conferences. 
This dataset has been selected based on the large number 
of features. Also, it has no missing values. 
 The values of most attributes of this dataset are in 
numerical form. An exception is the diagnosis which is 
categorical. This is transformed into a numeric value to 
allow processing. Of the 569 instances with 32 
characteristics, 357 are of the benign class (B) and 212 are 
of the malignant class (M). Fig. 2 illustrates this. 

Fig 2 Number of data points of each class. 

Benign and Malignant classes are classified as 0 and 1 
respectively. 



C. Performance Measure Indices 

The reliability and consistency of the machine learning 
system can be measured using success metrics. Positive 
classification happens when an entity is classified as having 
malignant. True Positive (TP), True Negative, False 
Positive (FP) and False Negative (FN) classifications are 
used to calculate various indices to evaluate the results [16] 
[17]. 

TP = True Positive (model correctly identified a breast 
cancer patient). 

TN = True Negative (model correctly identified an 
individual with no breast cancer). 

FP = False Positive (model indicated a non-breast 
cancer patient as having breast cancer) 

FN = False Negative (model failed to identify a patient 
having breast cancer). 

Figure 12 in Appendix A has a detailed flow diagram of 
the steps taken for performance evaluation. 

D. Justification of the Proposed Technique 

Algorithms which perform well benefit from a strongly 
correlated feature set. It is evident from Fig. 3 that the 
characteristics of radius_mean, texture_mean, 
perimeter_mean and area_mean have a weak relationship 
with fractal_dimension_se, symmetry_se, smoothness_se 
and fractal_dimension_mean with values of about -0.2. On 
the other hand, a high correlation, close to 0.3, was found 
for other recorded attributes. Attributes such as texture_se 
and smoothness_se have little correlation with the features 
from fractal_dimension_worst to radius_worst. All of the 
displayed features from radius_worst to symmetry_worst 
are heavily associated with their linked features with values 
around 0.3. 

    

Fig 3. Correlated features of Wisconsin Breast Cancer dataset



IV. RESULTS AND DISCUSSION

A. Comparison Between Different Methods based on 

Accuracy 

Accuracy is generally considered to be the most important 
variable for evaluating the effectiveness of various types of 
deep learning algorithms. As described above, we are using 
seven classifiers. Fig 4. shows that GRU and LSTM 
performed the best with an accuracy of 99.1% each, while 
RNN achieved the lowest accuracy (approximately 
93.9%). The accuracy of the other algorithms varies
between 94% and 97.5%. 

Fig 4. Accuracy 

B. Comparison Between Different Methods based on 

Sensitivity and Specificity  

Fig. 5 shows the sensitivity and specificity scores of the 
different algorithms. Five different algorithms, GRU, 
LSTM, CNN, PNN and MLP, achieved a sensitivity of 
100%. RNN and PNN had a lower specificity (about 93%), 
whereas the GRU and LSTM methods resulted in a 
sensitivity of just over 98%.  

Fig 5. Sensitivity and Specificity 

C. Comparison Between Different Methods based on 

FPR and FNR  

False Positive Rates and False Negative Rates are 
commonly considered to be critical in evaluating the 
effectiveness of diagnostic systems.  FPR are zero for all 
algorithms except RNN which has a FPR of 2.2. RNN also 
has the highest FNR while the FNR of GRU and LSTM are 
very low and the FNR of CNN is zero, as shown in Fig. 6. 

Fig 6. FPR and FNR 

D. Comparison Between Different Methods based on 

MSE 

The mean squared error (MSE) also applied to evaluate the 
deep learning algorithms. The lowest error (approximately 
0%) is obtained with the ANN approach, while the highest 
error rate results from the RNN algorithm (just over 6%), 
see Fig. 7. PNN has the second highest MSE value. CNN 
and MLP have a MSE of about 3.5% and GRU and LSTM 
of just under 1% 

Fig 7. MSE 
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E. Comparison Between Different Methods based on Log 

Loss 

Figure 8 displays the log loss (LL) for seven forms of deep 
learning classifiers. The LSTM model produces the lowest 
LL value of 0.3, while the highest LL value is 2.2 for RNN. 
Both CNN and MLP have the same LL value of 1.2. 

Fig 8. Log Loss 

F. Comparison Between Different Methods based on 

Cohen’s Kappa Score 

Cohen's kappa coefficient is a metric used to calculate 
the inter-rater reliability of qualitative products. The highest 
kappa score is 1 for both GRU and LSTM whereas CNN 
produces the lowest score of 0.92 as shown in Fig. 9. 

Fig 9. Cohen’s Kappa Score 

G. Comparison Between Different Deep Learning 

Methods based on Computation Time 

Figure 10 indicates that CNN is the most efficient algorithm 
in terms of processing time GRU, RNN, PNN and ANN 
also had reasonable performance with processing times 
slightly longer than that of CNN. On the other hand both 
MLP and LSTM required significantly longer processing 
times.    

Fig 10. Computation Time 

H. Computational  Analysis of the Various Approaches 

Fig. 11 shows the ranking of the different algorithms for 
each performance metric. Similar colour indicates same 
score the algorithms, for instance in terms  
of Accuracy, both LSTM and GRU achieved identical 
scores.   

It can be deduced that LSTM performed the best with 
GRU a close second. RNN was the least successful 
algorithm.  
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Fig 11. Performance Metrics of several deep learning algorithms 

Table 1: Parameters used for the different algorithms 

number of neurons number of epochs activation functions optimiser

ANN 429 128 relu adam 

CNN 3, 346 512 relu rmsprop 

GRU 29851 200 sigmoid adam 

LSTM 293,701 150 sigmoid adam 

MLP - 100 tanh adam 

PNN - - - - 

RNN 429 200 tanh adam 

V. CONCLUSIONS AND FUTURE WORK

We evaluated seven deep learning models through an array 
of performance metrics. We also generated a heatmap 
which contains correlated features and applied various types 
of optimization tests. From the results above, it is clear that 
more than one Deep Learning Model can provide 
classifications in the field of Breast Cancer Detection. 
Judging from the overall performance metrics, LSTM and 
GRU can provide useful results. Diagnosis based on Deep 
Learning based algorithms is a rapidly developing 
technological arena where new algorithms are proposed 
regularly. In the future this study will be further expanded 
to include those upcoming promising algorithms.  
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Fig 12. Flow diagram of the evaluations steps
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