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Abstract—Majority of the revenue from the banking sector
is usually generated from long term deposits by customers. It’s
very important for banks to understand customer characteristics
to increase product sales. To aid this, marketing strategies are
employed to target potential customers and let them interact
with the banks directly, generating a big amount of data on
customer characteristics and demographics. In recent years, it
has been discovered using various data analysis, feature selection,
and machine learning techniques can be employed to analyze
customer characteristics as well as variables that can impact
customer decision significantly. These methods can be used to
identify consumers in different categories to predict whether a
customer would subscribe to a long-term deposit, allowing the
marketing strategy to be more successful. In this study, we have
taken a R programming approach to analyze financial transaction
data to gain insight into how business processes can be improved
using data mining techniques to find interesting trends and make
more data-driven decisions. We have used statistical analysis
like Exploratory Data Analysis (EDA), Principal Component
Analysis (PCA), Factor Analysis and Correlations in the given
data set. Besides, the study’s goal is to use at least three typical
classification algorithms among Logistic Regression, Random
Forest, Support Vector Machine and K-nearest neighbors, and
then make predictive models around customers signing up for
long term deposits. Where we have gotten best accuracy from
Logistic Regression which is 90.64% as well the sensitivity is
99.05%. Results were analyzed using the accuracy, sensitivity,
and specificity score of these algorithms.

Index Terms—Telemarketing, Classification, PCA, Machine
learning, Classification

I. INTRODUCTION

Bank marketing campaigns are usually implemented in one
of two ways. One is through mass marketing campaigns
directed at the general population, and the other is through
targeted marketing campaigns aimed at a small group of peo-
ple. According to the same report, mass marketing campaigns
have a shallow positive response rate to purchase a product
or subscribe to a service compared to targeted marketing [1].
As a result, much money is wasted on mass campaigns, even
though they help sell the commodity. However, the primary
motivation is to sell the thing, which can be accomplished
effectively using direct marketing [2]. For example, indirect
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telemarketing, a salesperson calls a customer on the phone
or cell phone to sell a product [2]. However, finding potential
customers from a specific group of people is difficult. Because
of the emergence of data-driven decisions in recent years,
marketing managers have begun to employ statistical strategies
to identify potential buyers for a product [3]. This helps them
identify which customers are more likely to invest in the bank,
avoiding potential impasses in the process.

Due to the recent economic turmoil in many countries,
banks need to sell more long-term deposits to raise their
financial reserves [4]. As a result, marketing managers are
under pressure to sell long-term stakes to the general public
[4].It’s imperative for marketing managers to use their scarce
resources to make fewer calls to clients while selling more,
i.e., raise the positive response rate. With a view to achieving
that, bank marketing managers may use multivariate data
classification methods to identify potential customers as they
already possess data from previous campaigns to analyze [5].

II. BACKGROUND

As scientific computing has become more available, data-
driven approaches to finding potential customers have become
increasingly common in recent years [6]. Previous works on
the bank telemarketing data sets have been solely based on
making class predictions using various classifying algorithms
[6]. Usage of the Decision Tree Algorithm and Rough Set
Theory has been discussed in a study [6] where attempted
to define guidelines that would be useful in determining the
likelihood of a consumer signing up for a term deposit. Here
only three attributes were used in the Rough Set Theory
approach to make class predictions. In analyzing the bank
marketing data set [7], the most essential attributes were Age,
Balance, and Length. The accuracy selection for the decision
tree technique used was based on the gain ratio provided
for all attributes. The role of neural networks to make class
predictions were also looked at for the bank marketing data
set [7]. The findings revealed that neural networks could learn
patterns that can predict when customers sign up for a term
deposit. Aside from that, one paper used the rminer(add ref
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for rminer library) library to perform research on the data set.
The classifiers used were the decision tree, Support Vector
Machines (SVM), and

Naive Bayes [8], the most important features used by the
classifiers for making predictions were calling length and
month of contact [9]. Healthcare, finance, retail, intelligence,
and telecommunications are only a few of the currently
used characteristics in data mining tools and techniques to
develop their operations [10]. For example, data mining is
being used in the banking industry to create models for risk
analysis, Customer Relationship Management (CRM), direct
marketing, and credit card fraud prevention. Data mining has
gained attention in the healthcare industry to prevent medical
insurance fraud and violence and predict patient behavior as
well as well-being patterns.

III. METHODOLOGY

This paper aims to identify the main features and develop a
Machine Learning model that can divide a client list into two
groups: those who want to subscribe to a long-term deposit and
those who do not. Due to the difficulty of high dimensional in
the dataset that typically accompanies an imbalanced dataset,
sampling techniques, and algorithm-based approaches may not
resolve the class imbalance. To solve this problem, a feature
selection approach (PCA, Factor analysis, etc.) is required
to select a subset of features that will help in the model’s
optimal efficiency. When operating with a dataset with high
dimensionality, the feature selection process is essential. PCA
is a system that reduces the dataset’s dimensions, improves
interpretability, and does not lose information. It creates new
uncorrelated variables in a step-by-step process to reduce vari-
ance. We have employed factor analysis to find associations
and then Five ML classifiers to predict output class. Besides,
this study aims to build a reliable and realistic recommendation
algorithm for predicting client take-up based on the client type.
The target value is a binary class yes or no regarding the
clients’ term deposit subscription. The task could be solved
using logistic regression, Random Forest, SVM, KNN, and
MLP to classify the data. We plan to use these algorithms
and compare their accuracy to determine which algorithm
produced the most accurate results and find the best method
for producing a classifier with better predictive capabilities that
could be used to decide whether a customers would sign up for
a term deposit. Correlation analysis was used to help determine
accurate rules that banks could use to identify customers who
were likely to subscribe to a term deposit. The discovered
practices could aid in deciding which subgroups within a class
are more likely to subscribe. This may be due to their age,
marital status, gender, educational status, or other factors. This
involves deciding if the personal efforts put forward by banks
in their campaign process affect how well consumers will
subscribe to this service. For instance, the number of phones
calls each consumer has received, the results of previous
campaign exercises, and so on. These characteristics were
looked at to see if any patterns emerge which could improve
marketing campaigns and services.

A. Dataset Overview

The UCI Machine Learning Repository provided a dataset
on bank telemarketing for this project. A Portuguese bank
used its call center to execute direct marketing campaigns to
encourage and draw customers to their term deposit scheme to
develop their business. The dataset contains 17 campaigns that
ran between May 2008 and November 2010. A compelling
long-term deposit application with fair interest rates was
made available on the internet during the campaign. The
progress rate is 11.27%, according to the findings. Consumer
characteristics and other factors were discovered to affect the
response [11].

B. Data Pre-processing

To increase data quality, the primary dataset was pre-
processed. Preprocessing techniques were applied to several
attributes. Furthermore, some continuous details were trans-
formed to categorical attributes because specific algorithms,
such as logistic regression can only be used to categorical at-
tributes. Moreover, features with a large number of categories
were merged into a single attribute. Since the dataset was
small enough to accommodate, the sampling approach was
not used. Therefore, the results apply to the whole dataset.
Dimensionality reduction was needed because the number of
attributes was significantly more than the number of data
instances. All data instances with unknown values in a class
were imputed, and all unknown values for features other than
the class were assigned by the most frequently occurring value.
Finally, the dataset needed to be formatted so that the RStudio
data analysis tool could understand. The age ranges for the
Age Group attribute in the original dataset ranged from 17 to
98. Simply converting each age value into a single category
resulted in 78 categories, some of which have only one case.
Since specific types are vastly underrepresented, it is not easy
to assess how the attribute affects the test class when there
are many categories. We don’t use output class in our PCA
review because we can only use PCA for unsupervised ML.
Furthermore, since PCA cannot deal with character values, we
excluded them while planning our data for PCA analysis.

IV. EXPLORATORY DATA ANALYSIS

For data visualization techniques, exploratory data analysis
(EDA) has been used to analyze and examine data sets and
summarize their key features. It also helps determining if
the statistical approaches considered for data analysis are
appropriate. [9].

To begin with, it seems that banks are not particularly
interested in contacting the elderly. In Fig.1 the relative
frequency is higher when y = 1 after 60 years, it is lower
when y = 0. To put it another way, older adults are more
likely to invest in a term deposit. We can also divide the age
function into three groups at 30 years: [0, 30], [30, 60], and
[60, +Inf]. The minimum and maximum values are 17 and
98, respectively, but new findings are likely to occur outside
of this range. This categorical variable would take the place
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Fig. 1: Distribution of Age

of the continuous variable” age”. Although the continuous to-
discrete conversion may have resulted in some information
loss, there was no discernible pattern between years. It would
be easier to grasp the algorithms if they were divided into
classes.

A. Gender

According to the dataset in Fig.2 and 3, males had a
marginally better response rate, but only by a slim margin.
Given the size of the dataset, it’s hard to decide if it is true
for every scenario. There is always a possibility of having
more female respondents with more data.

B. Age Range

Younger men between the ages of 21 and 30, followed
by those between the ages of 31 and 40, made up most
respondents. The response rate was lowest for those over the
age of 41. This may be because older people, rather than
younger people, chose not to participate in the survey or were
never permitted to in Fig.2 and 3.
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V. FACTOR ANALYSIS

Factor analysis reduces the number of variables in a dataset
to a manageable number [22]. This method converts the
highest common variance of all variables into a single rating.
For future research, we may use this score as an index of all
variables. We used factor analysis to find essential variables
from a broad dataset in our dataset [13]. For factor analysis, we
take some variables which are converted as a dummy variable
first and preprocess for factor analysis. Factor Analysis with
system = minres and fa () feature applied to 6 factors since it
found that six components provide the most variance, which is
why the factor analysis model is fitted with six elements. It’s
worth noting that the two strategies yield similar outcomes, but
they present the data differently and present the variables in
different ways. The performance produced using the minres
method; could have also chosen age, period, campaign, etc.
It starts with a matrix that displays the three variables (MR2,
MR3, and MR1) and a few other figures. This can be obtained
by exercising. pc$loadings is a variable in pc$loadings. Only
the ’important values’ will be displayed—values similar to 0
will be hidden for more straightforward analysis. Here it can
be see married dummy 0.732 is a good variance for MR1.h2 is
the commonality score—a sum of the squared factor loadings
for each question. 1-h2 is the individuality score, and u2 is
the uniqueness score. The variation that is 'unique to the
variable and not associated with other variables is referred to
as uniqueness. It’s the same as 1 — communality (variance that
is shared with other variables). The higher the 'uniqueness,’
the lower the variable’s relevance in the factor model. E.g.,
the age variable has a uniqueness of -0.0021, which is higher
than other variables. And test the hypothesis that six factors
are sufficient. Following that, several model-related figures
are shown. It then gives a chi-squared test to see whether
the model is complex enough (or whether more parameters
are needed) and other diagnostics to see whether the model
is suitable. It’ll try five using the ML optimization approach
since we think there maybe five. Besides, it can see the best
connections between MR and variables on the map.



VI. PRINCIPAL COMPONENT ANALYSIS
ALGORITHM

PCA is a dimensionality-reduction method for reducing the
dimensionality of big data sets by translating a large group of
variables into a smaller one that preserves the maximum of the
information in the large group. We can see from our data that
most of the variance is in the first principle variable [14].The
principle components reflect the data directions that explain
the most variation and the lines that encapsulate the most data
information. We consider age, duration, campaign, pdays, pre-
vious, cons.price.idx, cons.conf.idx, euribor3m, nr.employed
for PCA. PCA can do only for numerical and integer values.
Hence, we can convert a character into label data, but it will
bring some complexity. After preprocessing data, we see the
correlations between new data. For example, age variables are
positively correlated with the effect of campaign variables that
are at least 0.0045 and negatively correlated with a duration
that is -0.00086. The scale of the dataset for PCA is applied
because all the variable was not in the same units. From a
summary of the PCA, we find a standard deviation of 10
principle components with the proportion of variance and
cumulative proportion find 0.91537 cumulative proportion in
PC6, which is enough for measuring the variance of a new
dataset. So in Fig. 6 there is a maximum standard deviation in
PCI1 that is 1.9737(feature Score), and it decreased gradually.
From the eigenvalue, we can say the six-principle component
is enough for measuring the variability of new data as it
reaches more than 90% variance proportion, which is good
and there is no significance in PC10. After doing all the above,
we find loadings, scores of PCA analysis. We can see that
there is maximum variance in component one that is PCl1,
and it is reducing gradually. So, we can say that there is
the maximum variation in PC1 which will help analyze more
accurately and indicate the more significant variance of the
new dataset. From the figure, we can say there is more than
90% variance computed from 6 components in Fig.6 where
summative variance, also known as multivariate variability, is
referred to as component variance in y-axis.

Fig.6 allows us to see the associations between the variables
of PCA. It can see that the variable categories here are days,
cons.price.idx, cons. conf.idx, euribor3m, nr. employed are
in PC1 with positive variance. It also allows us patterns of
correlation between the variable categories. This Scree(Fig.6)
diagram shows how variance is reduced concerning increasing
the number of principle components. The maximum amount
of component variance is in between PC1-PC6.

A. Correlation Analysis

Correlation is the linear relationship between two contin-
uous variables. Correlation is widely used where there is
no known response component [12]. Euribor 3 months rate,
Employment Variation Rate, Consumer Price Index, Consumer
Trust Index The number of people who work at the bank as
well as Social and economic metrics make up all five contin-
uous variables in Fig.7. They’re supposed to be inextricably
connected.
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Fig. 4: Scree Diagram
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Fig. 5: Correlation Analysis

A correlation coefficient of 0.90 or higher exists in three
pairs. Let’s see which variables can be omitted from this cor-
relation matrix to lighten it up. The value of the emp.var.rate
is unimportant. There are changing staff before each campaign
would be detrimental for banks. To smooth out the similarities
between our five variables, we’ll remove them. Both euribor3m
and nr. employed are kept because they are closely related
(0.95).

VII. MACHINE LEARNING ALGORITHMS

Machine learning is a form of data analysis that allows for
analytical models to be automated. It’s a branch of artificial



intelligence based on the idea that computers can learn from
data, analyze data, and make decisions with minimal human
intervention [15]. Researchers aim to use supervised learning
to predict a target performance (y) [2]. To determine how
to achieve the highest degree of accuracy, it’s imperative to
first understand the capabilities of the intended algorithm.
To build a classification tool that can be used in various
domains, there needs to be a prior understanding of how
classification algorithms react to datasets. This study compared
the results obtained using the sampling technique, algorithm-
based technique, and feature selection technique for handling
class accuracy predictions using five classification algorithms.
These are listed below, along with a brief overview of their
guiding principles and methodologies [16].

A. Logistics Regression (LR)

When the dependent variable is dichotomous, logistic re-
gression is the safest regression analysis to use (binary). To
classify data and find the relationship between one dependent
binary variable and one or independent variable, logistic
regression is used [17].

B. Random Forest (RF)

Random forest is a supervised learning algorithm that can
classify and predict data. The randomized method of locating
root nodes to break features distinguishes it from decision
trees. Random forest is good at dealing with missing values.
The over-fitting problem is a potential downside of this algo-
rithm unless a sufficient number of trees are created to improve
prediction accuracy. [18].

C. Support Vector Machine (SVM)

An SVM is a supervised machine learning model for
two-group classification problems that employ classification
algorithms. SVM models will categorize new text after being
given sets of labeled training data for each group [19].

D. K nearest neighbors (KNN)

The KNN learning algorithm is another classification algo-
rithm that indicates the simple majority of KNN as a query
prediction based on the shortest distance between instance and
sample. Because of its predictive power and fast calculation
time, KNN is commonly used, and it typically produces highly
competitive results [20].

E. Multilayer Perceptron (MLP)

An MLP is a form of artificial neural network that uses
feedforward learning (ANN). MLP is a fuzzy term that can
apply to any feedforward ANN, or it can refer to networks
made up of several layers of perceptrons [21].

VIII. EVALUATION METRICS

For executing the different machine learning models and
finding the best one, various evaluation metrics are there [23].
Different evaluation techniques are introduced based on the
confusion metrics such as accuracy, Sensitivity, and Specificity

our model evaluation is done based on these evaluation criteria
[19].

e Accuracy: It represents how many instances are correctly
predicted.
(TP+TN)
(TP+FP+TN+FN)

« Sensitivity: The ratio of TN that is correctly identified is
known as sensitivity.

D

Accuracy =

TP
tivity = —————— 2
Sensitivity TP+ FN 2)
o Specificity: The ratio of TN that is correctly identified is

known as specificity.

TN

TABLE I: Comparison Between classification algorithm

Algorithms | Accuracy | Sensitivity | Specificity
LR 0.9064 0.9905 0.2222
RF 0.9016 0.9795 0.2667
SVM 0.8810 0.9615 0.2456
KNN 0.8991 0.9877 0.1778
MLP 0.8732 0.9455 0.1674
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Fig. 6: Confusion Metrics(LR) on Test Set

IX. RESULTS AND DISCUSSION

We have used PCA and Factor Analysis to determine the
value of each variable and a correlation test to determine how
the variables are related. The logistic regression model is used
for predicting whether or not a client would subscribe to a
term deposit. By a fraction of a percent, the logistic model
bettered the RF, SVM, KNN, and MLP models in Table 1.
Because the five models’ accuracies are so similar, all of them
could be used in this scenario. It will rely on what additional
information was sought from the study if any. If it’s just



about estimation and which model is the most reliable, the
logistic regression model is the way to go. Since these two
models are at opposite ends of the complexity continuum, it
would be essential to see how they compare to each other
and the other three models discussed here. Another field that
should be investigated is using a variable selection approach
to reduce the number of variables in these models and see if
this reduces the prediction accuracy. Finally, we look at some
machine learning classification models to see how effective
our model is, and we see that logistics regression outperforms
other classification algorithms.

On top of these, a more extensive and more diverse dataset
including client-based data and real-world data can cause a
significant difference in this research approach. It would also
be interesting to see whether high-quality predictive models
can be generated without contact-based data.

X. CONCLUSIONS AND FUTURE WORK

In this article, we have used various data analysis techniques
to understand potential customer behavior to aid marketing
campaigns for banks. A real-world and recent dataset from
a Portuguese bank has been used for this analysis. Logistic
regression was proved to be the best option for creating the
model excellent predictive abilities. We have evaluated the
input value in the Logistic Regression model using accuracy
score, sensitivity and specificity analysis, and managers may
use this information to optimize campaigns (for example,
by asking agents to make longer phone calls or scheduling
campaigns for specific months). Due to the clarity of the
derived regulations, it can potentially assist decision-makers
in developing a plan for attracting and targeting customers,
making faster and better loan approval decisions, and reducing
management risk. As a result, rather than analyzing a data set
based on attributes, and intractable algorithm is used to extract
meaningful patterns. Better and more complex classification
methods may be used to predict a customer’s decision. Other
high-performing classification models, include more features,
and a more efficient prediction tool can be developed in future
extension of this research as well to get more satisfactory
results. There is still scope for performing a more descriptive
analysis to gain more information and determine whether
a factor analysis is necessary. Many different models will
calculate each class’s predictability and the most contributing
details on some attributes.
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