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Abstract 

Suicide is a major cause of death. It is also a complex public health issue and often preventable with timely intervention. Overall, 
the rate of suicide is increasing for various reasons. In our study, we use an association rule analysis to find the most important 
rules to predict suicidal behavior from an available data set. One of the most powerful machine learning algorithms available for 
identifying associations within databases is the Apriori algorithm. We used this algorithm to analyze association rules of suicidal 
behavior using a dataset of 1250 instances and 27 impactful features. These include daily activities, family background, and 
answers to mental questionnaires and have been analyzed to find combinations that are associated with suicidal behavior. The 
study has resulted in some key rules for human suicidal behavior. The Apriori method has been used to identify the eight most 
significant rules with the support of 0.25 and the confidence of 0.90. 
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1. Introduction 

Globally, suicide is a major public health concern. It is considered the second leading cause of death in young people 
(15–29 years old) and is a complex clinical challenge. It often relates to depression [1]. Socially created discrimination 
in power, responsibilities, roles, and status interacts with biological differences, which can lead to suicidal behavior. 
While considering the mental disorders including bipolar disorder, personality disorders, depression, schizophrenia, 
autism spectrum disorders, anxiety disorders, and physical disorders along with chronic fatigue syndrome, substance 
abuse such as alcoholism, and the use of benzodiazepines, stigma can be a risk factor in suicidal tendencies [2]. A 
major cause is depression. 95% of people who attempt suicide, including both fatal and non-fatal attempts, can be 
diagnosed with mental disorders, and in 80% of cases, the cause of suicide is depression [3]. Worldwide, the suicide 
rate is approximated at about 10.7 per hundred thousand. 10–20 million people try to commit suicide each year, and 
50–120 million are deeply affected by the suicide or attempt to commit suicide of a close relative or close friend. 
Globally, the ratio of suicide deaths between males and females is 1.7: 1 [4]. However, there are regional differences. 
In Europe, the male-female suicide ratio is the highest, at 4.0, while it is the lowest in the Eastern Mediterranean 
region, at 1.1 [5]. On a global scale, females attempt two to four times more suicide attempts than males, most 
commonly between the ages of 15–19 years. Low and middle-income countries, contribute to around 79% of the 
world’s total number of suicides [6]. Asia accounts for the majority of suicides occurring worldwide. Specifically, 
about 60% of the world’s suicides happen in Asia. Each year, at least 60 million people in Asia are influenced by 
suicide attempts or attempt to commit suicide themselves. In our study, we attempt to identify major factors 
contributing to suicidal behavior. Data mining [7] methods are gaining broad application in different fields of 
medicine. This includes data cleaning, data integration, data selection, data transformation, and knowledge 
representation [8]. Association rule analysis is used as a practical approach for exploring warning symptoms and 
identifying high-risk people. For accurate prediction, the data needs to be collected periodically. The objective of our 
work is to identify the most critical rules for identifying suicidal people, to explore the main reasons for suicidal 
behavior, and to find possible correlations among these reasons for suicide. 
 
 

2. Related Work 

Amin et al. (2017) [9] developed a model using Artificial Neural Networks (ANN) [28] and Support Vector Machines 
(SVM) [29] to identify suicide causes in India. The accuracy for the ANN model was 77.5% and for the SVM model 
was 81.5%, which makes SVM a better option compared to ANN. The model used in their research was able to predict 
the number of suicides and identify the causes for all age groups independently, together with a male and female cause 
classification. By using data mining techniques, Joseph et al. (2018) [10] created a prediction strategy for individual 
people who are at a high risk of suicide. They studied the different suicide predictors, such as anxiety, depression, 
hopelessness, stress, etc. For the social network Twitter, they used several data mining algorithms such as Regression, 
Logistic Regression. Random Forest, Decision Table, and SMO to classify and identify tweets indicating a risk of 
suicide. The regression algorithm performed best and obtained the highest accuracy. The WEKA software was used 
to analyze the data. Tadesse et al. (2019) [11] demonstrated the potential of an LSTM-CNN model. They implemented 
data preprocessing by employing the Natural Language Toolkit (NLTK) and used machine learning with the NLP 
technique for feature extraction. A word embedding technique was used for deep learning. The LSTM-CNN model 
with word2vec features was used to classify the data based on text posts, links, or voting mechanisms for the posts on 
Reddit social media, by separating suicidal and non-suicidal posts. The accuracy rate of LSTM-CNN was 93.8% and 
the F1 score was 93.4% with optimized parameters. They evaluated the approach with four baseline methods, RF, 
SVM, NB, and XGBoost, and then proposed a model. The best outcome was obtained with LSTM-CNN. Ryu et al. 
(2018) [12] used public health data and applied a machine-learning algorithm to propose a strategy that can be used 
to identify individuals with suicidal ideation in the general population. While predicting suicide ideators in the test 
data set, the machine learning model demonstrated an accuracy of 78.3%. Teja et al. (2018) [13] used several machine 
learning (ML) algorithms to classify the data by taking factors such as age, cause, state, and the year of the incident 
into consideration. They used Decision Tree, Random Forest, Naıve Bayes, Logistic Regression, and AdaBoost 
algorithms for the classification. For the Decision Tree, the accuracy rate was only 49.07%, but an accuracy of 93.18% 
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was found for the Random Forest method. The accuracy for Logistic Regression, Random Forest, and AdaBoost were 
78.54%, 81.67%, and 85.67%, respectively.  
 

3. Methodology 

Fig. 1 depicts the overall framework of our study and the various steps involved. These steps include Dataset 
Description, Data Preprocessing, Applying Association Rules, and Rule Extraction and Compare the Results..  
 
 

 
 

Fig. 1. Workflow of the study 
 

3.1. Dataset Description 

Proper dataset selection and analysis make the study more relevant. We have used a dataset from Kaggle [14], 
consisting of 27 features and 1256 total instances, as shown in Table 1. 

 
Table 1. Features List 

 
Features Data Distributions 

Sub-category Frequency 

Age 

29 85 
32 82 
26 75 
27 71 
33 70 
28 68 

Others 808 

Gender 
Male 937 

Female 221 
Others 101 

Country 

United States 751 
United Kingdom 185 

Canada 72 
Germany 45 
Ireland 27 

Netherlands 27 
Other 152 

Self Employed Yes 146 
No 1095 

Family History Yes 492 
No 767 

Treatment Yes 637 
No 622 
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Work Interfere 

Never 213 
Often 144 
rarely 173 

sometimes 465 

No Employees 

100-500 176 
25-Jun 290 
26-100 289 
5-Jan 162 

500-1000 60 
More than 1000 282 

Remote Work Yes 376 
No 883 

Tech Company Yes 1031 
No 228 

Benefits 
Yes 477 
No 374 

Don't know 408 

Care Options 
Yes 444 
No 501 

Not Sure 314 

Wellness Program 
Yes 229 
No 842 

Don't know 188 

Seek Help 
Yes 250 
No 646 

Don't know 363 

Anonymity 
Yes 375 
No 65 

Don't know 819 

Leave 

Very easy 206 
Very difficult 98 

Somewhat easy 266 
Somewhat difficult 126 

Don't know 563 

Mental Health Consequence 
Yes 292 
No 490 

May be 477 

Phys Health Consequence 
Yes 61 
No 925 

May be 273 

Coworkers 
Yes 225 
No 260 

Some of them 774 

Supervisor 
Yes 516 
No 393 

Some of them 350 

Mental Health Interview 
Yes 44 
No 1008 

May be 207 

Phys Health Interview 
Yes 202 
No 500 

May be 557 

Mental vs Physical 
Yes 343 
No 340 

Don't know 576 

Obs Consequence Yes 184 
No 1075 
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3.2. Data Preprocessing  

In data analysis, preprocessing is an essential step to modify the data for further processing. As an initial step, we 
have cleaned the dataset and handled the missing values. However, the median() function was used to compute most 
values.  

3.3. Applying Association  

A popular technique, association rule mining, is used for detecting the correlation among items in a data set. 
Association rule mining can be used to determine the patterns and frequent items in the data set. This process consists 
of two steps: 1) frequent items determination, 2) rules creation. The Apriori algorithm is used in this study as an 
unsupervised learning technique. The Apriori algorithm is used for the extraction of information from the dataset 
while at the same time association rule mining is performed, related to the requirements of the research. The Apriori 
algorithm is capable of mining item sets and creating association rules from the data set [15]. "Support" and 
"confidence" are two parameters used in this algorithm. Support indicates the frequently occurring items or the 
amalgamation of these items. Confidence is a conditional probability, which indicates how often items occur together. 
This is implemented by detecting frequent distinct items in the dataset and by extending the items to larger and larger 
item sets until enough items of the dataset are included in the item sets. Suppose, X and Y are two item sets. If the 
association is to be determined between them, then the minimum support and minimum confidence should be 
indicated. For our study, we are setting the minimum support to 25% and the minimum confidence to 90%. The 
frequent itemsets which are determined by Apriori can then be used to create association rules which highlight 
common trends in the data set. Association Rule Mining is a concept, mainly used for Basket Analysis for marketing 
purposes. The algorithm consists of two parts. In a data set, first get all the periodic groups with k number of items. 
This periodic k-itemset helps to use the self-join rule in order to find periodic groups with k+1 items. The algorithm 
works in an iterative way. Most of the association rules are created in the IF-THEN format. An association rule consists 
of an antecedent (if) and a consequent (then). It is used for finding relationships among variables in a large data set 
[16]. To measure association, three common metrics are defined below:  

 
1) Support: The support of the rule is the prior probability of X and Y [17], The equation of support is :  
 
                                                                          s𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑋𝑋 → 𝑌𝑌)  =  (|𝑋𝑋 ∪𝑌𝑌|)

𝑛𝑛                                                                     (1) 
 

Here, “s𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠” is the support. “𝑛𝑛” is the total number of transactions. 
 
2) Confidence: The antecedent is the conditional probability of occurrence of the consequent. The confidence c of the 
rule is the conditional probability of Y given X [18]. Here, 𝑐𝑐 = Confidence. 
 
                                                     𝑐𝑐(𝑋𝑋 → 𝑌𝑌) =  𝑠𝑠𝑠𝑠𝑠𝑠(𝑋𝑋 ∪𝑌𝑌)

𝑠𝑠𝑠𝑠𝑠𝑠(𝑋𝑋)                                                                     (2) 
 
3) Lift: How important a rule is, measured by lift value. Basically, lift range can be defined by the filters of the rule. 
Life is found by the division of the actual confidence value and the expected confidence value of the rule [19]. Here, 
L = Lift.  
 

𝐿𝐿(𝑋𝑋 →  𝑌𝑌) =  (𝑇𝑇 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑏𝑏𝑏𝑏𝑏𝑏ℎ 𝑋𝑋 𝑎𝑎𝑎𝑎𝑎𝑎 𝑌𝑌)(𝑇𝑇 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑋𝑋)
𝐹𝐹 𝑜𝑜𝑜𝑜 𝑇𝑇 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑌𝑌   

      (3) 
 
Here, T= Transactions, F= Function.  
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3.4.  Tools and techniques  

The open-source language “R” is used for programming and analysis. “R” is a popular programming language for 
development. R is mainly an environment for statistical and graphical purposes. “R” is suitable for time series, 
machine learning [20], statistical inference, linear regression, and many other tasks [21, 30]. Some important functions 
are given below:  

 
1) subset() [22]: When a particular condition is met, we get a data frame, vector, etc. from this function.  
2) mean() [23]: This function is used to use the trim- med-mean.  
3) chisq.test() [24]: As we need to test the chi-Square value, for this purpose we have used this function.  
4) Apriori() [25]: Association mining rule is provid- ed by this function.  
5) plot() [26]: A generic object to plot the objects of R.  
6) inspect() [27]: All the summaries of the plot, option, and statistics are represented by this function.  
 

4. Outcomes 

We have tried to find impactful rules from the dataset and have extracted eight significant rules. We have used support 
of 25% and confidence of 90% for extracting our rules. These eight rules have been depicted in Fig. 2. 

 
 

 
 

Fig. 2. Group of 8 significant rules 
 
 

We have obtained the first rule where the country was the United States and the person was not willing to share his 
physical health issues in an interview. The person is not willing to share his mental health condition with a job 
interviewer with the support of 27% and the confidence of 99%. In Table 2, we have provided the details of all eight 
significant rules. 



	 Md. Mehedi Hassan  et al. / Procedia Computer Science 219 (2023) 1279–1288� 1285
  7 

 
Fig. 3. Matrix with 8 rules 

 
 

Table 2. Association Rules 
 

Rules LHS RHS Suppor
t 

Confiden
ce Coverage Lift Count 

[1] {Country=United 
States,phys_health_interview=No} 

{mental_health_intervie
w=No} 0.2702 0.9925 0.2723 1.21

06 264 

[2] {coworkers=Some of 
them,phys_health_interview=No} 

{mental_health_intervie
w=No} 0.2508 0.9919 0.2528 1.20

98 245 

[3] {self_employed=No,remote_work=
No,phys_health_interview=No} 

{mental_health_intervie
w=No} 0.2702 0.9888 0.2733 1.20

60 264 

[4] {remote_work=No,benefits=Yes,m
ental_health_interview=No} {self_employed=No} 0.2681

679 0.9887 0.2712 1.13
37 262 

[5] {phys_health_consequence=No,phy
s_health_interview=No} 

{mental_health_intervie
w=No} 0.2528 0.9880 0.2559 1.20

51 247 

[6] {self_employed=No,phys_health_in
terview=No,obs_consequence=No} 

{mental_health_intervie
w=No} 0.2958 0.9863 0.2999 1.20

31 289 

[7] {self_employed=No,phys_health_in
terview=No} 

{mental_health_intervie
w=No} 0.3469 0.9855 0.3521 1.20

19 339 

[8] 
{self_employed=No,mental_health_
consequence=No,obs_consequence
=No} 

{phys_health_consequen
ce=No} 0.2712 0.9851 0.2753 1.37

49 265 

 
 
In the plot of Fig. 3, the feature ‘lift’ is displayed. The ranking of the rules is based on the lift. Fig. 4 demonstrates the 
confidence and Fig. 5 demonstrates the parallel coordinate plot of these eight rules.  
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Fig. 4. Scatter plot of 8 rules. 
 

 
Fig. 5. Parallel coordinates plot for 8 rules. 
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5. Conclusion 

We have analyzed factors related to suicide attempts. From the available dataset, we identified some key factors and 
interconnections between them. We have used the Apriori algorithm for analyzing the relationships by training the 
algorithm with the dataset. Our research found eight association rules with 25% is support and the confidence of 90%. 
In future work, we intend to develop an Android application for calculating the suicide risk level, especially for people 
who are depressed.  
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