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Abstract—In today’s fast-paced world, everyone
wants things to happen quickly. Thanks to the internet,
news spreads super fast. But not all news is important.
News summarization helps by giving a short version
of each news story, so readers can easily figure out
what type of news they want to read. There are two
main types of summarization: Abstractive Text Sum-
marization and Extractive Text Summarization. The
process of abstractive text summarization is much more
complex than that of extractive text summarization.
This study proposes a model for generating extractive
summaries, which are then utilized as input to generate
abstractive summaries. The model uses the Bengali
Text Summarization (BenSumm) model for extractive
summarization and the Bangla Text-to-Text Transfer
Transformer (BanlaT5) for abstractive summarization.
The research also compares summarization acquired
straight from the BanglaT5 model with summarization
obtained via the proposed model. Abstractive summa-
rization in the Bengali language has been accomplished
using the Text-to-Text Transfer Transformer(T5) in
this research. Although abstractive summarization of
the Bengali language has been accomplished over the
years using a variety of techniques, the field of using T5
in this field has only recently been discovered, and there
is still a wide range of opportunities to be explored. The
study has achieved promising results.

Index Terms—T5 Transformer, Textrank, unsuper-
vised learning

I. INTRODUCTION

Text summarizing is the process of extracting the core
idea of the source corpus from a big body of text and
condensing it into a small number of sentences. In this era
of the internet, many new articles are available here and
there. Reading the whole news article is time-consuming.
A summary of the whole article can save both time
and energy. Furthermore, news summaries play a crucial
role in offering users a concise understanding of essential
elements within the content, allowing them to grasp the
fundamental concepts of an article before deciding to
read the complete text. There are two categories of text
summarizing, extractive and abstractive. Abstractive sum-
marization does not simply copy important phrases from
the source text but also potentially comes up with relevant
new phrases. Abstractive summarization generates new,

pertinent terms in addition to just copying significant
passages from the source text [1]. The summarizer cre-
ates new words, phrases, and sentences to create the
summary. On the other hand, the process of extractive
summarizing involves selecting the main phrases from a
text to condense their meaning instead of starting from
scratch while generating new text. Bhattacharjee et al. [2]
used the neural attention approach to create abstract
Bengali summaries of the news. They used LSTM as both
encoder and decoder. From the Quantitative analysis of
their proposed model, they took 100 generated summaries
and their corresponding actual summaries from which
they achieved a score of 0.3 ROUGE-1, 0.31 ROUGE-
L, and 0.3 BLEU score. Chowdhury et al. [3] introduced
an unsupervised method of text summarization of Ben-
gali text documents. Their model BenSumm can be used
for both abstractive and extractive text summarization.
They used the clustering method to cluster the words of
sentences from which the summaries are generated from
sentence selection produced from different clusters. From
the BenSumm model for abstractive summarization, they
got 12.17 ROUGE-1, 1.92 ROUGE-2, and 11.35 ROUGE-
L scores, and for extractive summarization 61.62 ROUGE-
1, 55.97 ROUGE-2, and 61.09 ROUGE-L score.

Sethi et al. [4] generated summarized text of news
articles. They used BART and T5 transformer models for
generating summaries and have done a comparative analy-
sis between both models. The analysis showed that BART
outperforms T5 but the difference is not much. The BART
model has an average F1 score of 33% and the T5 model
has an average F1 score of 26%. Zolotareva et al. [5] used
transfer learning for abstractive summarization. Transfer
learning means using the TH approach to summarize the
text. Their model achieved F1 score of 0.473 ROUGE-
1, 0.265 ROUGE-2, and 0.361 ROUGE-L. Fendji [6] used
the T5 model for text summarization for SMS. The work
had been done on the French Wikipedia. The summaries
generated by the model are also in the French language.
They achieved a ROUGE-L score of 77.0 for SMS in
the French language having a length of more than 500
characters. Bohra et al. [7] did a comparative analysis
of the T5 model on different datasets. The datasets they
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used are CNN/Daily-Mail(CNNDM), MSMO, and XSUM.
The work has generated abstractive summaries from the
datasets. From their evaluation, the highest scores they
achieved are a ROUGE-1 score of 40.791, a ROUGE-2 of
18.551, and a ROUGE-L score of 34.80 on the CNNDM
dataset. They gained a BLEU-1 score of 43.9 on the
MSMO dataset, a BLEU-2 score of 21.3 on the MSMO
dataset, a BLEU-3 score of 11.7 on the MSMO dataset, a
BLEU-4 score of 8.0 on CNNDM dataset and a BLEU
score of 14.58 on CNNDM dataset. Etemad et al. [§]
also used T5 for abstractive text summarization. They
fine-tuned the T5 model for a better result. Their model
achieved a ROUGE-1 score of 43.02, ROUGE-2 score of
14.50, ROUGE-L score of 37.43, and ROUGE-LSUM score
of 37.49.

Abstractive summary generation is a more difficult task
than extractive. Trained language models have played
a pivotal role in enhancing various natural language
processing (NLP) applications, including text summa-
rization. These models have significantly contributed to
the advancement and effectiveness of automated summa-
rization techniques. The field of NLP research predom-
inantly utilizes two state-of-the-art pre-trained language
models: Text-to-Text Transfer Transformer (T5) [9] and
Bidirectional Encoder Representations from Transformers
(BERT) [10]. These models have gained significant pop-
ularity and are widely employed due to their impressive
performance and versatility in various NLP tasks. Text
summarization using the T5 transformer model in the Ben-
gali language is untouched. It has been demonstrated that
the T5 transformer is excellent at producing summaries
from texts [11]. The following are the main goals of this
paper:

o Compile a large Bengali news dataset for benchmark-

ing exercise.

¢ Propose a hybrid model that combines the strengths
of the BenSumm model and the T5 model for text
summarization.

o Compare the performance of the proposed hybrid
model and the T5 model and conduct a compre-
hensive evaluation of the results to determine the
effectiveness of the hybrid approach in generating
summaries for Bengali text.

II. DATASET

The dataset used in this experiment is collected from
Kaggle . The dataset contains 80,148 news articles of
three categories. The categorical article distribution is
given in table I.

The dataset contains three columns, category, summary,
and text. The summary column contains one line short
summary of the whole text. An example from the dataset
is given below.

Lhttps://www.kaggle.com/datasets/hasanmoni/bengali-text-
summarizationm

TABLE I: Category-wise article distribution

Categories Amount of data (%)
Bangladesh 71
International 8

Others 21

Text: 9= Efiee aFR sl o foq ke
(@@ (@& TRVET EIFeE @ 4TS T R @ e
((afz) IR T ¢ WA T @A TS
A1 @ TORICF (TS FIOF N ARCR 4H ASF SrarE,
e, foF Awaa Plene, SRaw @ TaNmEE 1 are
AW TS GARTE WL Gigan, e ear sifaam
T SR (HIYAPTR AR (IOl ToifE® e | el

Reference summary: T AR &-W FRE oo Blaemi
Sifs AT T

III. BACKGROUND STUDY

In this section, we will provide a brief description of the
used models. The T5 model is based on the transformer
architecture proposed by Vaswani et al. [12]. The trans-
former model is only an encoder-decoder architecture [13]
attached to a multi-head attention mechanism and is
depicted in the fig. 1. The high-level overview of the
encoder and decoder is described below:
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Fig. 1: The Transformer - model architecture



A. Encoder

This layer has two sub-layers. Self-attention mechanism
and feed-forward neural networks. The transformer en-
coder first embeds the input text into a vector using em-
bedding methods before applying positional encoding to
preserve the token order. The input is then passed through
to the self-attention layer. In this layer, the key, query, and
value vector dot products of randomly initialized vectors
are used to determine each word’s attention. The final
attention vector is calculated by adding together all of
the attention vectors after each word’s attention has been
calculated. Lastly, The output of the attention layer is
passed through the feed-forward layer.

B. Decoder

Encoder-decoder attention, feed-forward, and multi-
head attention layers are the three sub-layers contained
in the decoder module. The decoder applies encoder-
decoder attention to the input from the previous last
encoder and generates an output [14]. Additionally, the
decoder employs multi-head attention to concentrate on
the necessary portions of the sentences. The cycle repeats
until the special token [EOF] is reached. Then, the decoder
feeds each step to its bottommost section to produce the
final result.

T5: The T5 model applies a simplified version of layer
normalization with rescaled activations and residual skip
connections.
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Fig. 2: Summary generation of T5 transformer

Dropout [15] is implemented on various segments of
the model, and it uses a form of autoregressive self-
attention for the encoder-decoder attention. Relative po-

sition embedding is used instead of sinusoidal embedding
and position embedding parameters are shared across all
layers for efficiency. The overall process of generating the
summary is depicted in the fig. 2.
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Fig. 3: Overview of our BenSumm model

This model involved several steps. The first step is
preprocessing. This step includes tokenization, removal of
stopwords, Part-Of-Speech(POS) tagging, and filtering of
punctuation. The next step is sentence clustering. The
clustering step allows the grouping of similar sentences
from a given document. Hierarchical agglomerative [16]
clustering with the ward’s method is used. Then the
number of clusters for a given document is measured using
the silhouette value. The formula is given below:

SilhouetteScore =

maz(x,y)

where x is the mean distance to the instances of the next
closest cluster and y denotes the mean distance to the
other instances of the intra-cluster. Using the cluster of
related sentences, the word graph is constructed. This
is an unsupervised method and only needs POS tagger.
The parts-of-speech (POS) [17] tags and the words are
both represented as vertices. Connecting the neighboring
words from the phrases creates directed edges. To extract
abstractive fusions from these connected phrases, word
graphs are produced for each cluster. Using the ranking
approach, the clusters are made up of numerous weighted
sentences. Each cluster’s top-ranked sentence is used to
output the summary. The top-ranked sentences are all
combined to create the final summary. Fig. 3 shows the
overall BenSumm model architecture.
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Fig. 4: Proposed methodology

C. Evaluation Metrics

We used Bilingual Evaluation Understudy (BLEU) [18]
and Recall-Oriented Understudy for Gisting Evaluation
(ROUGE) [19] since they have been shown to have a
strong correlation with human judgments, the BLEU and
ROUGE similarity metrics are fairly reliable.

BLEU: BLEU was introduced in 2002 and is widely
used to assess the quality of machine-generated texts.
BLEU scores take into consideration the similarity be-
tween predicted unigrams or higher n-grams and a set
of reference sentences of one or more candidates. The
output of BLEU ranging 0 to 1. If the generated text
exactly matches the reference text, the output is 1. For the
opposite case, the output is 0. The equation of calculation
BLEU is shown in the equation 2:

N
Iy
logBLEU = min(1 - *,0) + ;wn log, — (2)

In the above equation, i—”“ is the ratio of the length of the
similar reference corpus, and the candidate description,
wy, are positive weights and p, represent the geometric
average of the modified n-gram precision.

ROUGE: ROUGE was introduced in 2004. ROUGE is
a set of evaluation metrics used in NLP and text sum-
marization to measure the quality and similarity of gen-
erated summaries to reference summaries [20]. ROUGE-1
measures the overlap of unigrams, ROUGE-2 measures the
overlap of bigrams, and ROUGE-L considers the longest
common subsequence. These metrics provide precision,
recall, and F1-score, offering a quantitative assessment of
summary quality. The equation of calculation ROUGE is
shown in the equation 3:

ZseRsum ZgnES Cra(gn)
ZseRsunz ZgnES O(gn)

In the above equation, n denotes the length of an n-
gram, ¢,, and C,(gn) denotes the largest number of n-

ROUGE — N =

3)

grams found in the candidate, along with ground truth
summaries, and R, denotes reference summaries.

IV. PROPOSED METHODOLOGY

In this paper, we propose a hybrid model using a T5
transformer and the BenSumm [3] model. Using BenSumm
we generate the extractive summary and feed the output to
the Th model. T5 model outputs the abstractive summary
which is our ultimate target.

The first phase contains the dataset preprocess, and the
second phase is fine-tuning the models and generating the
summary. The last phase includes a comparison of the
results. Fig. 4 depicts the proposed method of our work.

A. Phase I

As mentioned before, the dataset is using this experi-
ment is collected from Kaggle. The dataset contains more
than 80 thousand texts and summaries. There are several
texts containing English words. We cut out the texts
that contain the English alphabet or words. Then after
dropping the duplicate texts, the number of texts is 76,
487. Then we divided the dataset into the train, validation,
and test sets with a ratio of 60 : 10 : 30. There are 48186,
5354, and 22947 sets of train, validation, and test data,
respectively.

B. Phase I

This phase contains fine-tuning the T5 model. To make
the hybrid model, we combined BenSumm and T5 models.
We generated the extractive summaries using the Ben-
Summ model. As the BenSumm model is unsupervised,
we did not need to train this model. We only fine-tuned
the T5 model. The algorithm for fine-tuning the T5 model
is presented below:

C. Phase IIT

The last phase is about result comparison. To compare
the result we employed ROUGH [19] and BLEU [18] met-
rics. We also evaluated the generated summary manually
to check if the summaries generated by the models are
correct or wrong.



Algorithm 1 Algorithm for fine-tuning T5
init ()

for ¢ in range (epoch) do
optimizer.zero_grad ()

for text, summary in dataloader do
loss, output < tbmodel (text, summary)

loss.backward ()

optimizer.step ()

running_loss < loss.item() * len(summary)
end
epoch__loss + running_loss / len(dataloader)
end

V. EXPERIMENT AND RESULTS

For programming language, Python was used. Ben-
Summ model uses the Scikit-learn library [21]. We used
the PyTorch framework to train and test the T5 model.

A. Hyperparameter settings

We selected the best hyperparameter [22] manually. For
the train TH model, we split the dataset into a 60:30:10
ratio where 60% data is for training, 30% data for testing,
and 10% data for validation. The best hyperparameters
for the T5 model are the following:

o Batch Size = 8

e Epoch =14

e Learning Rate = 0.0001

e Seed = 42

o Optimizer = AdamW

We only mention the hyperparameters that give us the
best performance.

B. Fine tuning Result
The table II shows the loss of each epoch for both
models.

TABLE II: Epoch loss table

Train Loss (%) | Validation Loss (%)
Hybid T5 Hybid T5
Epoch

Model | model | Model Model

1 4.7696 2.1145 2.8988 2.1145

2 3.2207 2.6124 2.4654 1.7878

3 2.7650 2.0007 2.3006 1.6365

4 2.4916 1.7554 2.2302 1.5930

The fig. 5 shows the Fine-tuning and validation loss vs
epoch curve for both models.

C. Result

Table IIT shows the ROUGE score of the Hybrid (Ben-
Summ + T5) model and table IV shows the ROUGE score
of the T5 model.

The Rough score clearly shows that the T5 model
performs better than the hybrid model. Each rough score
has a precision, recall, and F1 score which is denoted by
‘P’, ‘R’, and ‘F1’ in the fig. 6.
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Fig. 5: Fine-tune and validation loss curves for both of the
models

TABLE III: Rouge score of hybrid model

ROUGE-1 | ROUGE-2 | ROUGE-L
Precision 0.352 0.1711 0.3332
Recall 0.3531 0.1727 0.3343
F1 0.35 0.1704 0.3313

TABLE IV: Rouge score of T5 model

ROUGE-1 | ROUGE-2 | ROUGE-L
Precision 0.4461 0.2465 0.4243
Recall 0.4558 0.2531 0.4335
F1 0.4478 0.2477 0.4259

The table V represents the BLEU score of the hybrid
and T5 model.

TABLE V: Obtained BLEU score

BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4
Hybrid | 508 0.1636 0.0940 | 0.0526
Model

T5 0.3617 0.2414 0.1514 | 0.0897

Similar to the ROUGH scores, the BLEU score of the T
model is higher than the hybrid model. The comparison
of the BLEU score is shown in the fig. 7.
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The generated summary of T5 and the hybrid model
is slightly different. Some of them are almost the same.
The sample of generated summary of both models is given
below.

Example 1:

Text: €3 Faed 7 2oy @R Freafedn @ @o
TR, o TR P SRl Ty FAe 2@ A (T
it 2@ | MY ¢ T frw @ees el S,
TGRSR o s AR frmafoonTa sfme sk
Rt IR (A AMRE (@od ¢ fF 27w e sare
A | @ [ AT ACAEE (IR | 82e 16 FIeTT
T A ST TG 8 AT A S FRGER W G e
Biet T gfe Qieed | 3fowty T oS qrme Wwe ey

Example 2:

Text: NANARIRT e Sotemm sffeieom s steaed
151 b € e o B I | Ll e [ 4T RO 5
AT @I () T GFETE TANAAE (O T
TSI ©fS 11 2 | GFA 2Tl faeiet aepoiie «a e
O ~ffFere 21 AR BIF 9B @ AeTE BT @ AT AWM
@&l e W e R (R gEed | AR v Shee
faCgae SO 2 1 sAfafEfs fate wmce st e wnfdesitn,
I PR & ¢ ofe] @TT 1 @3 9sl Oe e b6E
T WA AT WETARRES AEE AW T2 A
T 8 ToteE e IR werfe ot Gre @ &
Q% GNP TR AR FES G (Tol-F
e (e T FESO Ao TZ (T | GTATT TS
eS| SUfFe Wi ¢ MR SR weE, AfRdee
@S A T AT qFA A QT 5 | B
ST NCATALGAG T4 (AF QAR GFSAE AT
e FI98 (@IA! F#ife AP T ¢S S S |
Reference summary: f@iIta Smaa<fes S @&
R A 2ffere AT
Hybrid models’ summary: 0 A A& @A
2 (T3 effm
T5 models’ summary: ffE J& A& QAR 93
o effm

We have tested the models using news from newspapers
that are outside our used dataset. The summaries gener-
ated by both models are entirely identical. The results are
shown below:

Example 3:

Text: [ZTORE A4 FEIW AGLNT (NI AT
feTeiZIRI7 BT @, e AeE a3 e oes 2@ |
J<IF TS W SWIT @ To1 906 | @FeF AXS TR ©OIF
T (e 0TSt QRIANSICE ©f6 T 20 | (T FIRRWMEE
a5 @RS FEa Hew @foq Rt sfemt e, 3@=
= forirer 1 i 5 Wit NG e 5 &@W
feeizeEl gfFa T8 oitrd oifetay 03| faites Iv ©iR @l
e MeRivems I, fereredm e ot B
T orE @ a1 o e feTeiReRE o B g o
sfere AR I feTezeda e R TTeRE
¢ =@ o f#1te B (R HfeTm T AN FeEa AU it
AW EIRANSAMA (G FETE FAATSE 7 T wwIE
TS QG AT T (GCe] IS AT S I
2 O | B (IfGee Feeter geieie sffeml Fie=a sAfavie
1. g St 96 Foret [Pt wcaced |

Reference summary: 2ol A4 MR FeRias

T Of 2o A, SR8 FIT A e IR | TS [@RAIA
ol @R @ e 2T T T e NS (@RI
fermafedis frmdfioe 3fde e @od ¢ s fF Jewa for
™A

Reference summary: (@& FE& (@O 5% @ @@
AP

Hybrid models’ summary: 3 @ ¢ & e, FIT
e fTe 2l e

T5 models’ summary: @RIE frwefedE (@ e
¢ *oI

BRFNIS, FAArSIE o

Hybrid models’
BER RIS S ERCIES

T5 models’ summary: [RTSIZ@ AL @A FHRPETS
[SISIEACIET

Although the hybrid model’s ROUGH and BLEU scores
are lower, the generated summaries are not wrong and
irrelevant. The reason for this kind of result is that the
extractive summaries that are the input of the T5 model
are shorter than the original texts and do not include all

summary: RTe3® 4 @A



sentences of the original texts. Due to the absence of some
of the sentences, generating the summary is different from
the reference summary. This hybrid is useful when the
input text is extensive for the T5 model that we use in
this experiment. By generating the extractive summary,
the length of the text is reduced and only contains valuable
sentences that are the input of the T5 transformer model.

VI. CoNCLUSION AND FUTURE WORK

In this paper, we compared the result of the T5 model
and our proposed hybrid model on Bengali news articles.
From the last example in section V-C, we can see that
the TH-generated summary and hybrid model-generated
summary exhibit complete similarity. By evaluating the
results, we see that TbH performs better in generating
summaries close to the reference. The f1 score of ROUGE-
L is 28% higher than the hybrid model. The T5 outshines
the hybrid model in the case of the BLEU-1 score also.
T5 achieved 32% higher than the hybrid model. Though
the T5 model is dominating the hybrid model, the hybrid
model is useful when the input text is extremely large for
the T5 model as the number of input tokens is limited
for the T5 model. From the result, we can see that the
generated summaries of the hybrid model are not wrong
and contains the gist of the article.

There are some scopes for improvement. Currently, the
texts are only taken from news articles. In the future, we
will use more data from different online portals that are
from different domains, such as medical texts, textbook
paragraphs, etc. Instead of the BenSumm model for ex-
tractive summarization, we will use other techniques to
shorten the extremely large texts that may help boost the
performance.
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